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Abstract. This paper describes a new framework using intelligent agents for 
pattern recognition. Based on Jordan Curve Theorem, a universal classification 
method called Hyper Surface Classifier (HSC) has been studied since 2002. We 
propose multi-agents based technology to realize the combination of Hyper 
Surface Classifiers. Agents can imitate human beings’ group decision to solve 
problems. We use two types of agents: the classifier training agent and the 
classifier combining agent. Each classifier training agent is responsible to read a 
vertical slice of the samples and train the local classifier, while the classifier 
combining agent is designed to combine the classification results of all the 
classifier training agents.  The key of our method is that the sub-datasets for the 
classifier training agents are obtained by dividing the features rather than by 
dividing the sample set in distribution environment. Experimental results show 
that this method has a preferable performance on high dimensional datasets. 

1   Introduction 

The combination of multiple classifiers can be considered as a generic pattern 
recognition problem in which the input consists of the results of the individual 
classifiers, and the output is the combined decision. For this purpose, many 
developed classification techniques can be applied; in fact, classification techniques 
such as neural networks and polynomial classifiers have served to combine the 
results of multiple classifiers. In this area, the early work can be found in [24, 25]. 
This approach almost immediately produced promising results. In this domain 
technological developments has increased and grown tremendously [7]-[19], partly 
as a result of the coincident advances in the technology itself. These include the 
production of very fast and low cost computers that have made many complex 
algorithms practicable, among which are many pattern recognition algorithms. In 
paper [20], L. Xu, A. Krzyzak, and C. Y. Suen propose to conduct a more 
systematical investigation into the problem of multi-classifier combination. Their 
idea consists of two parts. The first part, being closely dependent on the specific 
applications, includes the problems of “How many classifiers are chosen for a 
specific application problem? What kind of classifiers should be used? And for each 
classifier what types of features should be chosen?” as well as other problems that 
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relate to the construction of those individual and complementary classifiers. In 
paper [15], J. Kittler presents a theoretical framework for combining soft decision 
outputs of multiple experts employing mixed (some shared and some distinct) 
representations of patterns to be classified. In paper [22], Ching Y. Suen and Louisa 
Lam examine the main combination methods that have been developed for different 
levels of classifier outputs - abstract level, ranked list of classes, and measurements. 
In paper [23], Shaodan Lin etc. suggests a technology of information fusion using 
multiple agents, each of which uses a quite different classification algorithm such as 
decision tree algorithm, simple Naïve Bayes algorithm and the newly emerging 
classification algorithm based on atomic association rules. In paper [22] Ahmed Al-
Ani and Mohamed Deriche present a classifier combination technique based on the 
Dempster-Shafer theory of evidence, which is a powerful method for combining 
measures of evidence from different classifiers.  

In this paper, we propose multi-agents based technology to realize the combination 
of Hyper Surface Classifiers (HSC). Agents can imitate human beings’ group decision 
to solve problems in the same way as group consultations of doctors. In [1] [2] a new 
classification method based on hyper surface (HSC) is put forward. In this method, a 
model of hyper surface is obtained during the training process and then it is directly 
used to classify large database according to whether the wind number is odd or even 
based on Jordan Curve Theorem. Experiments show that HSC can efficiently and 
accurately classify large-sized data sets in two-dimensional space and three-
dimensional space. Though HSC can classify higher dimensional data according to 
Jordan Curve Theorem in theory, it is not as easy to realize HSC in higher 
dimensional space as in three-dimensional space. However, what we really need is an 
algorithm that can deal with data not only of massive size but also of high 
dimensionality. Thus in [3] a simple and effective kind of dimension reduction 
method without losing any essential information is proposed, which is a dimension 
changing method in nature. In paper [29], based on the idea of ensemble, another 
solution to the problem of HSC on high dimensional data sets is proposed and proven 
to have a preferable performance by experiments. However multi agent technique has 
not been utilized in paper [29]. Recently, Distributed Data Mining (DDM) [30][31] 
has attracted lots of attention among the data mining community. DDM refers to the 
mining of inherently distributed datasets, aiming to generate global patterns from the 
union set of locally distributed data. However, the security issue among different local 
datasets and the huge communication cost in data migration prevent moving all the 
datasets to a public site. Thus, the algorithms of DDM often adopt a computing 
paradigm of local processing and global synthesizing, which means that the mining 
process takes place at a local level and then at a global level where local data mining 
results are combined to gain global findings. Considering the problem of distributed 
computing environment and that agents can imitate human beings’ group decision to 
solve problems just as group consultations of doctors, in this paper we extend on our 
work in [29].  The multi-agent techniques are introduced to realize the combination of 
Hyper Surface Classifiers. A combination of classifiers is a set of classifiers, whose  
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individual classification decisions are combined in some way, typically by a weighted 
or equal voting, to classify new examples. Generally speaking, there're two ways of 
combination, horizontal combination and vertical combination. Here, vertical 
combination is adopted.  The combination of HSC is constructed by dimension 
dividing rather than dimension reduction for high dimensional data. We use two types 
of agents: the classifier training agent and the classifier combining agent. Each 
classifier training agent is responsible to read a vertical slice of the samples and train 
the local classifier, while the classifier combining agent is designed to combine the 
classification results of all the classifier training agents.  

The rest of this paper is organized as follows: In section 2, we give an outline of 
hyper surface classifier. Then in Section 3, after discussing the problems with HSC on 
high dimensional data sets, we give the combination technique used in HSC. Our 
experimental results are presented in Section 4, followed by our conclusions in Section 5. 

2   Overview of the Classification Method Based on Hyper Surface 

HSC is a universal classification method based on Jordan Curve Theorem in topology. 
The main differences between the well-known SVM algorithm and HSC are that HSC 
can directly solve the nonlinear classification problem in the original space without 
having to map the data to a higher dimensional space, and thus without the use of 
kernel function.  

Jordan Curve Theorem. Let X be a closed set in n -dimensional space nR . If X  is 

homeomorphic to a sphere in 1n − dimensional space, then its complement nR \ X  
has two components, both connected, and one of them is called inside, the other called 
outside.  

Classification Theorem. For any given point \nx R X∈ , x  is in the inside of X ⇔  
the wind number i.e. intersecting number between any radial from x  and X  is odd, 
and x  is in the outside of X  ⇔  the intersecting number between any radial from x  
and X  is even. 

How to construct the separating hyper surface is an important problem. An 
approach has been given in [1]. Based on Jordan Curve Theorem, we have put 
forward the following classification method HSC [1].  

Step1. Let the given samples distribute in the inside of a rectangle region.  
Step2. Transform the region into a unit region. 
Step3. Divide equally the region into some smaller units. If some units contain 

samples from two or more classes then divide them into a series of smaller units 
repeatedly until each unit covers at most samples from the same class. 

Step4. Label each region according to the inside sample's class. Then the frontier 
vectors and the class vector form a string for each region.  

Step5. Combine the adjacent regions of the same class and obtain a separating 
hyper surface then save it as a string.  
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Step6. Input a new sample and calculate the intersecting number of the sample 
about separating hyper surface. Drawing a radial from the sample can do this. Then 
the class of the sample is decided according to whether the intersecting number 
between the radial and the separating hyper surface is even or odd.  

HSC has the following properties. 
1) High Efficient and Accuracy 
The classification algorithm based on hyper surface is a polynomial algorithm if 

the same class samples are distributed in finite connected components. Experiments 
show that HSC can efficiently and accurately classify density large dataset in two-
dimensional or three-dimensional space for multi-classification. For large three-
dimensional data up to 710 , the speed of HSC is still very fast [2]. The reason is that 
the time of saving and extracting hyper surface is very short and the need for storage 
is very little. Another reason is that the decision process is very easy by using Jordan 
Curve Theorem. 

2) Ability of Generalization 
The experiment of training on small scale samples and testing on density large 

scale shows that HSC has strong ability of generalization[2]. According to statistic 
learning theory[4][5], the higher VC dimension is, the larger confidence domain is. So 
the difference between real risk and experimental risk possibly increase. This is the 
reason of excessive learning problem. So machine learning process is not only 
minimizing the experimental risk, but also reducing the dimension of VC. But the 
strategy is not useful in HSC. Because the hyper surface made by linear segmentation 
function. The function set has infinite VC dimension because the set can separate any 
more h  samples that distribute in anyway.  This shows that the conclusion about the 
bound of generalization given by Vapnik is loose when the VC dimension is too big.   

3) Robustness  
Though the data noise can not be completely clear, it can be controlled in a local 

region. If a noised sample locates in the inside of the hyper surface, the hyper surface 
will change into complex hyper surface. In this case the classification theorem is still 
efficient, the noise may make mistake in classification, but the influence has been 
controlled in a local small unit.  

4) Independ on The Distribusion Feature of Samples 
In fact, HSC can solve the nonlinear classification problem which the samples 

distribute in any shape in a finite region. The method has nothing to do with the shape 
of the data, even though the shape is interlock or crisscross. The common condition as 
other classification methods is that the samples must reflect the feature of data 
distribution.   

3   Hyper Surface Classifiers Combination 

3.1   Problems with HSC on High Dimensional Data Sets 

According to Jordan Curve Theorem, HSC can deal with any data sets regardless of 
their dimensionality on the theoretical plane. But in practice, there exist some 
problems in both time and space in doing this directly. It is not as easy to realize HSC 
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in higher dimensional space as in three-dimensional space. However, what we really 
need is an algorithm that can deal with data not only of massive size but also of high 
dimensionality. Fortunately, there exist many methods of dimensionality reduction for 
us to use. And another important and effective kind of dimensionality reduction 
method without losing any essential information is proposed in [3]. This method 
rearranges all of the numerals in the higher dimensional data to lower dimensional 
data without changing the value of all numerals, but only change their position 
according to some orders, and thus very suitable for HSC. In paper [29], based on the 
idea of ensemble, another solution to the problem of HSC on high dimensional data 
sets is proposed and proven to have a preferable performance by experiments. 
However multi agent technique has not been utilized in paper [29]. 

Another problem of high dimensional data is that the different dimension data for 
the same object usually spread in a distribution environment. DDM refers to the 
mining of inherently distributed datasets, aiming to generate global patterns from the 
union set of locally distributed data. However, the security issue among different local 
datasets and the huge communication cost in data migration prevent moving all the 
datasets to a public site. Thus, the algorithms of DDM often adopt a computing 
paradigm of local processing and global synthesizing, which means that the mining 
process takes place at a local level and then at a global level where local data mining 
results are combined to gain global findings.  

In our work, we solve the problem based on the idea of combination and perfect 
results are gained. This method will be described in further detail in the next part. 

3.2   The Combination of HSC 

We propose multi-agents based technology to realize the combination of Hyper 
Surface Classifiers. Agents can imitate human beings’ group decision to solve 
problems in the same way as group consultations of doctors. According to this, every 
classifier is designed to be an agent with given condition attributes. We use two types 
of agents: classifier training agent and classifier combining agent. Classifier training 
agent learns a classification model using a specified algorithm on a dataset and 
predicts an unlabelled instance using the learned model.  Classifier combining agent 
realizes the information fusion of multiple classifier training agents’ prediction results 
and gives the final class label of the unlabelled instance. When agents collectively do 
a classifying job, first of all, every classifier training agent must complete its learning 
on its own and produce an independent classifying model with given different 
condition attributes. Then when a classifying prediction task is performed, the 
classifier combining agent sends the instances to be forecast to every classifier 
training agent. Classifier training agents use classifying model to forecast the label of 
the instance, meanwhile, it evaluates the instance’s properties and sends the overall 
evaluation results with the class label to the classifier combining agent. The classifier 
combining agent decides the final class label based on the results of all classifier 
training agents in terms of control logic such as voting or weighted voting. Thus, 
classifier combining agent probably surpasses the capability limits of single classifiers  
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Fig. 1. The Combination of multiple classifier agents 
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Fig. 2. The horizontal combination of multiple classifier agents 

(see Fig1). Hence, the agent-based system of heterogeneous HSC classifiers can 
achieve a high classifying accuracy without additional fusion training of classifier 
group. Generally speaking, there're two ways of combination, horizontal combination 
(see Fig2) and vertical combination (see Fig3). The most important difference sub-
datasets are obtained by dividing the features rather than by dividing the sample set, 
so in the case of no inconsistency, the size of each sub-dataset is equal to the original 
sample set, with totally occupying a little more storage space than the original sample 
set. Here, vertical combination is adopted. 
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Fig. 3. The vertical combination of HSC agents 

Aiming at the memory shortage problem of HSC on high dimensional data sets, we 
provide a solution based on the idea of combination. By attaching the same  
importance to each feature, firstly we group the multiple features of the data 
according to some rules to form some sub-datasets, then start a training process and 
generate a classifier for each sub-dataset, and the final determination is reached by 
integrating the series of classification results in some way. The following is its 
detailed steps. 

The Agent Training Process 

Step1. Get the dimension of conditional attributes d from the data set of training 
samples. 

Step2. Divide the features into 3d/⎡ ⎤⎢ ⎥  subsets, where 3d/⎡ ⎤⎢ ⎥  is the smallest integer 

number that is greater than 3d/⎡ ⎤⎢ ⎥ . The i -th subset covers the features 3 2i − , 3 1i − , 

3i , 1 2 3 3i , , , , d/= ⎡ ⎤⎢ ⎥ , and the decision attribute. If d  cannot be divided exactly by 3, 

then one or two features in the 1d − -th subset are added to the last subset. After this, 

the data set of training samples has been divided into 3d/⎡ ⎤⎢ ⎥  sub-datasets, each of 

which has the same size, with three conditional attributes and one decision attribute. 
Step3. For each sub-dataset, eliminate the inconsistency that may have been 

caused in Step2. For each sample in this sub-dataset, if there exist some other samples 
in which the values of conditional attributes are all the same with those of this sample 
but only the value of decision attribute is different, then we say inconsistency occurs. 
In that case, we just have to delete these samples from this sub-dataset. 

Step4. For each sub-dataset after Step3, start a HSC training process independently 
and save the training result as the model. And till now, we have got 3d/⎡ ⎤⎢ ⎥  HSC 

classifiers, which we define as classifiers combination. 
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The Agent Classification Process 

Step1. Get the dimension of conditional attributes d  from the data set of testing 
samples. 

Step2. Divide the features into 3d/⎡ ⎤⎢ ⎥  subsets, and the i -th subset covers the 

features 3 2i − , 3 1i − , 3i , 1 2 3 3i , , , , d/= ⎡ ⎤⎢ ⎥ . If d  cannot be divided exactly by 3, 

then one or two features in the 1d − -th subset are added to the last subset. After this, 

the data set of testing samples has been divided into 3d/⎡ ⎤⎢ ⎥  sub-datasets, each of 

which has three conditional attributes. 
Step3. For each sub-dataset after Step3, start the corresponding HSC classifier and 

save the result of classification. So now we have got 3d/⎡ ⎤⎢ ⎥  classification results for 

each testing sample in the original data set. 
Step4. The final decision for each testing sample in the original data set is reached 

by voting. Here we adopt the plurality voting scheme in which the collective decision 
is the classification result reached by more classifiers than any other. Notice that we 
attach the same importance to all the classifiers, so in the case of the same number of 
votes for two or more classification results, we can randomly choose one of them.  

HSC Combination classifies high dimensional data sets by trying to analyze 
multiple slices of the training and testing samples. Furthermore, the combination can 
be far less fallible than any single HSC classifier. 

3.3   Voting Methods 

Among the combination methods for HSC Agents, majority vote is the simplest to 
implement, since it requires no prior training, and it has been used as early as 1974 [26]. 
The use of this method is especially appropriate in situations where other quantifiable 
forms of output cannot be easily obtained from individual classifiers agent, or where the 
use of other accurate combination methods may be too complex. Obvious examples of 
the former are some structural classifiers. This combination method has also been found 
to be highly effective. From this process of simple majority vote in which the decision 
of each classifier carries equal weight, various refinements can be made. This can be 
done by assigning different weights to each classifier agent to optimize the performance 
of the combined classifiers agent on the training set. For the first refinement, weights 
can be generated by a genetic algorithm and assigned to the vote of each classifier to 
determine the optimal values for an objective function. This function can incorporate 
conditions on the recognition and error rates. We adopted plurality voting method. The 
combined classifier agent decides for the testing sample belonging to class 

jC  if the 

number of classifiers that support it is considerably bigger than the number of classifiers 
that support any other class. 

3.4   Development Toolkit and System Implementation 

MAS environments for Combination HyperSurface Classifiers System (CHCS) is 
very important. The reason for adopting MAS technology is that it is in with the 
following characteristics and requirements. MAS is a natural distributed computing 
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environment, allowing agents running on different computing hosts simultaneously to 
achieve high availability. Moreover, MAS middleware helps to form a unified 
computing interface and makes the distributed applications more easily built. MAS is 
an open system In an open system, the structure of the system itself is capable of 
dynamically changing. Its components may not be known in advance, could change 
over time, and may be highly heterogeneous in that they are implemented by different 
people, at different times, using different software tools and techniques. In training 
and testing complex process, the output of an early job is the input of the following 
jobs. Thus, distributed execution of this process involves complex process control and 
management. To address this problem, a number of agents, specializing in solving 
constituent sub-problems in autonomous ways, need to be developed. They are then 
coordinated through standardized Agent Communication Language, which is well 
supported in a MAS environment by some communication protocols. 

We adopted MAGE [27] as toolkit and MAS environment. MAGE is a middleware 
that facilitates the development of MA systems. Each instance of the MAGE runtime 
environment for each computing host is called a container, as it can contain several 
agents. Each container on that host presents the corresponding computing resource. 
Several containers can connect with each other through networks to form a natural 
distributed computing environment. From the view of programmers, it seems that all the 
containers are running on the same computer. We encapsulate each algorithm into the 
behavior of different agents. Such an agent can be regarded as an algorithm entity that 
can run on any host. To initiate an agent on a host means to perform the behavior of that 
agent, and thus utilize the corresponding computing resource. In paper [28], we 
implement this system in an established multi-agent system environment, in which the 
reuse of existing data mining algorithms is achieved by encapsulating them into agents. 

3.5   Architecture of the CHSC System 

We use two types of agents: the classifier training agent and the classifier combining 
agent. Each classifier training agent is responsible to train the local classifier, while 
the classifier combining agent is designed to combine the classification results of all 
the classifier training agents.  The whole system is organized into two layers as shown 
in Figure 3: the HSC Agent function layer and the Combination Agent management 
and control layer. HSC Agent function layer provides software resources of the HSC 
algorithm in the form of classifier training agents. When a host does not have the 
software copy of a classifier training agent, it sends a request to the agent provider of 
software resources, and then the provider answers it with the mobile agent equipped 
with the required software copy. Thus it increases the computing capability of the 
host. Classifier training agents perform various operations in all phases of the data 
mining process, including sampling, preprocessing, training, classifier combining 
agent perform model combination and evaluation.  

4   Experiments 

As we can predict, the main problem with HSC Combination is inconsistency in  
sub-datasets. In that case, we have to delete some samples to keep consistent. As a 
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result, the actual number used for training or testing decreases, it will affect our final 
results. Take the data set of Pima-diabetes from the UCI machine learning repository 
for example, the Table1 below illustrates this point. 

Table 1. Classification results of HSC Combination on the data set of  Pima 

Rate 
Agent 

Actual No. of 
Samples for 

Training 
Recall Accuracy 

HSC Agent 1 566 100% 90.00% 
HSC Agent 2 542 100% 85.05% 
HSC Agent 3 542 100% 94.85% 
HSC Agents 
Combination 

568 88.73% 87.50% 

Note: Pima has 8 dimensions and 768 samples, 568 of which are used for 
training and the rest for testing. 

Notice that even though the recall rate and accuracy of each sub-classifier are just 
high, the overall rates are much less than those of other data sets. This is mainly 
because that in this data set there exists more inconsistency after dividing the data set 
into sub-datasets, and as a result the actual number of samples participated in training 
or testing process decreases. But when computing the recall rate and accuracy, we 
need to divide the results by the number of overall samples, which are bigger than the 
number of actual samples in sub-dataset. 

The accuracy is also related with another factor. During the voting process, it is 
quite posssible that two or more classification results have the same number of votes. 
In that case, we can randomly choose one of them as the final result, but which one 
we choose actually affects the accuracy very much in practice.  

However, HSC Combination performs perfectly well on data sets that have little 
inconsistency after dividing them into sub-datasets. Now we show some results on 
several high dimensional data sets taken from the UCI machine learning repository in 
the following tables.  

Table 2. Classification results of HSC Combination on high dimensional data sets 

Data 
Sets 

Dimensions 
Number of 
Training 
Samples 

Number 
of 

Testing 
Samples 

Number of 
Sub-

Classifiers 
Recall Accuracy 

Iris 4 100 50 2 100% 98.00% 
Wine 13 128 50 5 100% 100% 
Wdbc 30 369 200 10 100% 100% 
Sonar 60 158 50 20 100% 100% 
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From this table, we can see that HSC Combination works fairly well on these high 
dimensional data sets, and the recall rate and accuracy are very good. Specially, for 
the data set of iris, there are only two classifiers, the accuracy is lower than other high 
dimensional data sets. And it is obvious that the higher the dimension is, the higher 
accuracy is. Now,we give the classification results on each data set in details. 

Table 3. Classification results of HSC Combination on the data set of  Iris 

 Recall Accuracy 
HSC Agent 1 100% 98.00% 
HSC Agent 2 100% 92.00% 

HSC Agents Combination 100% 98.00% 

Table 4. Classification results of HSC Combination on the data set of  Wine 

 Recall Accuracy 
HSC Agent 1 100% 88.00% 
HSC Agent 2 100% 84.00% 
HSC Agent 3 100% 96.00% 
HSC Agent 4 100% 94.00% 
HSC Agent 5 100% 94.00% 

HSC Agents Combination 100% 100.00% 

Table 5. Classification results of HSC Combination on the data set of  Wdbc 

 Recall Accuracy 
HSC Agent 1 100% 99.00% 
HSC Agent 2 100% 98.00% 
HSC Agent 3 100% 97.00% 
HSC Agent 4 100% 95.00% 
HSC Agent 5 100% 94.00% 
HSC Agent 6 100% 86.50% 
HSC Agent 7 100% 97.50% 
HSC Agent 8 100% 99.50% 
HSC Agent 9 100% 89.00% 

HSC Agent 10 100% 96.50% 
HSC Agents Combination 100% 100% 

For the data set of Wdbc, ten HSC Agents have been obtained, two of which are 
presented in the following Fig.4 and Fig. 5. 

From experimental results and analysis above, we can see that HSC Combination 
performs very well on high dimensional data sets and is perfectly suitable for the data 
sets in which samples are different in each slice. 
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Fig. 4. HSC Agent 1 Model of the data set 
of Wdbc 

Fig. 5.  HSC Agent 10 Model of the data set of 
Wdbc 

5   Conclusions 

For high dimensional data that the different dimension data for the same object 
usually spread in a distribution environment, a new framework using intelligent 
agents for pattern recognition is proposed. Considering that agents can imitate human 
beings’ group decision to solve problems in the same way as group consultations of 
doctors, we propose multi-agents based technology to realize the combination of HSC 
Agents for high dimensional data sets. Two types of agents are introduced: classifier 
training agent and classifier combining HSC Agent. Each classifier training agent is 
designed to be an agent with given conditional attributes instead of all conditional 
attributes, so it is responsible to read a vertical slice of the samples and train the local 
classifier. The classifier combining agent is designed to combine the classification 
results of all the classifier training agents by way of voting. The most important 
difference between HSC combination and the traditional combination is that the sub-
datasets are obtained by dividing the features rather than by dividing the sample set, 
so in the case of no inconsistency, the size of each sub-dataset is equal to the original 
sample set, with totally occupying a little more storage space than the original sample 
set.  Experiments show that this method has a preferable performance on high 
dimensional data sets, especially on those in which samples are different in each slice. 
The time complexity of HSC Combination is 2 3o((nd n d)/ )+ , where n  denotes the 
size of the sample set; d denotes dimensional number. 
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